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Abstract

The design of an area reduced and p-efficient highspeed data path logic systems are one of the
substantihareas of research in VLSI system design. In digitlders, the speed of addition is limited by tthee
required to propagate a carry through the addewvotks on the basis of “Acceleration of additionsafmmands”
The final two rows are summed withcarry propagating adder. A direct implementatiguires a (2--2) bit carry
propagating adder, where Nnumber of bits of operands. The objective of adyoaultiplier is to provide
physically compact, high speed and low power corisgrohip. A systm performance is generally determined
the performance of the multiplier because the plidti is generally the slowest element in the gystdt is
generally the most area consuming. Hence, optimitie speed and area of the multiplier is the mdesign issue.
In this paper we are using reduced complexity Veallmultiplier using parallel prefix adder to speguthe final
addition.

Keywords: High speed multipliers, Wallace multiplier, Paeabprefix adder, Sklansky adder, Ko«-Stone adder,

Ladner - Fischer adder.

Introduction

In the past, multiplication was genera
implemented via a sequence of addition, subtrac
and shift operations. Multiplication can be consédk
as a series of repeated addition. The number 1
added is the multiplicand, the number of timess
adced is the multiplier and the result is the prod
Each step of addition generates a partial prodac
most computers, the operand usually contains
same number of bits. When the operands
interpreted as integers, the product is generaliget
the length of operands in order to preserve
information content. This repeated addition met
that is suggested by the arithmetic definitionlns
that is almost always replaced by an algorithm
makes use of positional representation. It is fble
to decompose multipliers into two parts. The fpatt
is dedicated to the generation of partial prodactd
the second one collects and adds th

Proposed Method

In this proposed method, the redu
complexity wallace multiplier is improved kusing
parallel prefix adder.

http: // www.ijesrt.com

A. Reduced Complexity Wallace multiplier:

It is the modified version of Wallac
multiplier. 1t has less half adders than the nor
Wallace multiplier .the partial products are fornisc

N AND gates. The partial products are arrangechi
“inverted triangle” order. The modified Walla
reducticn method divides the matrix into three sta

StagelUse full adders for eactroup of three bits in
a column like the conventional Wallace reduct

Stage2A group of two bits in a column is n
processed, that is, it ispassed on to the stage(in
contrast to conventional method) .Single bits
passed on to the next stage as in the conveni
Wallace reduction.

Stage3The only time half adders are used is
ensure thah the number of stages does not eithat
of a conventional Wallacemultiplier. For some ca
half adders are only used in the final stage
reduction.
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Fig: 1 Dot Notation of Reduced Complexity Wallace
Multiplier

B. Parallel Prefix Adder:

The worst case delay of the RCA is whe
carry sigqal transition ripples through all stages
adder chain from the least significant bit to thesh
significant bit, which can be approximated

t:(n'l)t:+ts

t is the delay through the carry stage of a
adder andtis the delay to compute the sum of
last stage. The delay of ripple carry adder isditye
proportional to n, the number of bits; therefore
performance of the RCA is limited when n grc
bigger. The advantage of RCA is lower po\
consumption as e&ll as a compact layout givir
smaller chip area. To design a large adder ri
carry adders are cascaded. As of today standarid:
a common philosophy that area can be traded ¢
order to achieve higher speed this will be show
the next sectiorby presenting alternative methc
that are based on pdetermining the carry signal
a number of stages based only on the input ve

C. Types of paralld prefix adders:
(i) Sklansky adder:

This is one type of adder. This is usec
find the sum ad carry of binary inputs. This adder
also called conditional adder. It was proposechi
year 1960. It was invented by J.SKLANSKY. It t
minimal depth and high fan out. The main advan
of this logic is that each group computes the pk
resultsin parallel and the multiplexers are ready
give the final result “immediately” with the minimu
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delay. Thus the maximum delay is reduced in
carry propagation path.
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Fig 2 -8 hit Sklansky Adder’s carry generation stag

(ii) Kogge-stone adder:

It is invented in the year 1973. Th
compared to sklansky adder kogge stone is b
because kogge stone has reduced area and de
has the following advantages like low depth, t
node count and minimal famdt of 1 at each node.
is also known a<Conditional Sklansky Adder. Tt
structure of Stage 2 gets changed. It has low ¢
and high fan out
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Fig 3 - 8 bit KoggeStone Adder’s carry generation
stage
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(iii) Ladner-fischer adder:

It was invented in the year 1980. Compa
to koggestone delay and area is reduced. The a
topology appears same as the Sklansky condit
adder. In Ladnefischer adder delay and area is
reducedThis adder topology appears the same a:
Sklansly conditional sum adder. Ladr-Fischer
formulated a parallel prefix network design sp
which included this minimal depth case. The ac
adder they included as an application to their v
had a structure that was slightly differt It has Low
depth and High fan-out nodes.
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Fig 4 - 8 bit Ladnerfischer Adder’s carry generation
stage
(iv)Ripple Carry Adder:

It is possible to create a logical circuit us
multiple full adders to add Wit numbers Each full
adder inputs a & which is the G,of the previous
adder. This kind of adder isrgple carry addel
since each carry bit "ripples"” to the next full ad

A3 B Az Ba A Bh Ao Bo

eI
Adder
el

Ca

Sa Se Si So
Fig 5 —4 Bit Ripple Carry Adde

The parallel prefix adder employs three st
structure of CLA adder.

The three stages are as follows

Stage 1: Precalculation of garopagatior and gi
(generation) terms

Stage2:Calculation of Carry termsParallelizer ope
ration to reduce time

Stage3: Adder to generate the sum

Stage 1Propagation generation terms & Partial <
p(i)=a(i)+b(i)
g(i)=a(i).g())
psum (i)=a(i) b(i)

Stage 2: Prefix compation (Carry generation stay
P[i:j]=P[i: K].P[k-1:j],ifn>i>j>1
Gli:jI=Gli: k] + (P[i: k] . G[kLl:j],if n>i

>j>1

Where n=no. of bits
Stage 3: Final Stage (sum & carry):
C(i)=G [i:1]
Sum(i)=psum (i)c(it)
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D. Proposed Multiplier structure;

The proposed multiplier will have the sta(
of theWallace multiplier in reduction stages. At t
final stage where a normal carry propagating adder
present, hence parallel prefix adder is L In
parallel prefix adder the addition process t. place
parallely. Delay angower consumption reduced
when compared to the conventional multipli
Hence the area and power consumption of
wallace multiplier can be reduced by using |
number of half adders in the reduction phase an
increasing the usage of full add
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IViUitiJiici

MR TA I AS A
IVidilMiInval iv

Final Product

Fig 6.Proposed multplier structure

The implementation has been done in the VI
programming languages using Xilinx ISE 1
software.Implemented multipliers &
1) Wallace multiplier -4bit, 8bit, 16bit
2) Reduced Complexity
Wallace multiplier — 4bi8bit, 16bit
3) Wallace multiplier withSklansk: adder
8hit, 16bit
4) Reduced ComplexitWallace multiplier
with Sklansky adder 8bit, 16bit
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5) Wallace multiplier with Kogge-
Stone adder 8bit, 16bit

6) Reduced Complexity Wallace multiplier
with Kogge-Stone adder — 8bit, 16bit

Experimental Results
The timing details are collectedfrom the
synthesisreportThe sample outputs & timing details
are as follows
A. Simulation Output
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Fig 7 simulation output of sklansky adder
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Fig 9 simulation output of Ladner -Fischer adder

B. Performance Analysis

Multipliers AREA POWER DELAY
Reduced
Complexity LUTs=139 | 0.372W | 24.730 ng

Wallace multiplier | Slices= 75
with Sklansky
adder

Reduced

Wallace multiplier | Slices= 85
with
Kogge-Stone
adder

Complexity LUTs=155 | 0.115W | 21.630 ng

Reduced

Wallace multiplier | Slices= 63
With Ladner-

Fischer
adder
Tablel.performance Analysis
Conclusion

This paper proposes improvement of
Wallace multipliers [Normal & Reduced Complexity]
reduced delay using parallel prefix adders at ia f
stage. From the results, it can be inferred that th
proposed multipliers has lesser delay than the
conventional multipliers. In processes, where
repeated multiplication is done, this multiplierllwi
provides reduced complexity performance.
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Complexity LUTs=120 | 0.023W | 14.138 ng
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